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Abstract

NESTOR is a deep-sea neutrino telescope that is under construction in the Ionian Sea off the coast of Greece at a

depth of about 4000m. This paper briefly reviews the detector structure and deployment techniques before describing in

detail the calibration and engineering run of a test detector carried out in 2003. The detector was operated for more

than 1 month and data was continuously transmitted to shore via an electro-optical cable laid on the sea floor. The

performance of the detector is discussed and analysis of the data obtained shows that the measured cosmic ray muon

flux is in good agreement with previous measurements and with phenomenological cosmic ray models.
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1. Introduction

When high-energy neutrinos interact with mat-
ter, some of the time they produce relativistic
muons that follow closely the direction of the
incident neutrinos. When such interactions occur
in the sea water or bedrock close to the detector,
these muons can be observed by the Cherenkov
light that they emit using arrays of sensitive optical
detectors: from the arrival time and intensity of the
light pulses detected, the direction of the muons,
and hence those of the incident neutrinos, can be
reconstructed.
The potential of such detectors for astronomy

and cosmology has long been recognised. After the
pioneering work by DUMAND [1] near Hawaii,
detectors are currently operating at Lake Baikal
(Siberia) [2] and in ice at the South Pole
(AMANDA) [3]. Construction of a large array
(ICECUBE [4]) is starting at the South Pole and
the need for a complementary detector (�1 km3) in
the northern hemisphere has led to a number of
projects in the Mediterranean [5–8].
1Site coordinates: 361 37.50 N, 21134.60E.
2. Main features of the NESTOR detector, its site

and infrastructure

A number of reports and papers have described
in detail the elements of the NESTOR detector
and the techniques used for its deployment and
recovery [9–14]. The main features are only briefly
reviewed in this section.
The prerequisites for the site are deep (several

km), clear water, low underwater currents, very
low bioluminescent activity, minimal sedimenta-
tion and biofouling rates as well as close proximity
to support infrastructure on shore. The NESTOR
site in the Ionian Sea off the southwestern tip of
the Peloponesse fulfils all these requirements.
Extensive surveys in 1989, 1991 and 1992 [5,15]
located a large flat plateau of 8� 9 km2 in area at a
mean depth of 4000m. Situated on the side of the
Hellenic Trench that lies between the west coast of
the Peloponnese and the submarine mountain
chain of the East Mediterranean Ridge, the site
is well protected from major deep-water perturba-
tions. The deepest water in the Mediterranean at
5200m is a few miles away from the NESTOR site.
Very deep water is essential in reducing the
principal background from muons produced by
cosmic rays interacting in the Earth’s atmosphere.
Also biological activity diminishes with depth.
The location1 is 7.5 nautical miles from the

island of Sapienza, where there are two small
harbours, and 11 miles from the port of Methoni,
while substantial port facilities are available 15
miles away in the town of Pylos on the bay of
Navarino.
Regular measurements [16,17] of water quality

show transmission lengths of 55710m at a
wavelength of 460 nm, stable temperatures of
14.2 1C and water current velocities well below
10 cm/s [18], light bursts of 1–10 s duration,
consistent with bioluminescent activity, represent
around 1% of the active time and there is little/no
evidence of problems due to sedimentation or
biofouling [19]. The sea bottom over the site has a
clay deposit accumulated over some tens of
thousands of years which provides for good
anchoring [20].
A shore station has been established in Methoni

where the land end of the 30 km long electro-
optical cable is terminated. The main DC power
converter for the electrical supply, the monitoring
and control systems and the land end of the data
acquisition system are located in the Methoni
building.
The basic element of the NESTOR detector is a

hexagonal floor or star. Six arms, built from
titanium tubes to form a lightweight lattice girder,
are attached to a central casing. Two optical
modules are attached at the end of each of the
arms, one facing upwards and the other down-
wards. The electronics for the floor is housed in a
1m diameter titanium sphere within the central
casing. The nominal floor diameter at the optical
modules is 32m.
A full NESTOR tower would consist of 12 such

floors stacked vertically with a spacing of 30m
between floors. This is tethered to a sea bottom
unit (pyramid) [14] that contains the anchor, the
junction box, several environmental sensors and
the sea electrode that provides the electrical power
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return path to shore. The junction box houses the
termination of the sea-end of the electro-optical
cable, the fan-outs for optical fibres and power to
the floors, etc. as well as monitoring and protec-
tion of the electrical system.
The optical module [21] consists of a 1500

diameter photomultiplier tube (pmt) enclosed in
a spherical glass housing which can withstand the
hydrostatic pressure up to 630 atm. To reduce the
effect of the terrestrial magnetic field, the pmt is
surrounded by a high magnetic permeability cage
[1]. Optical coupling of the pmt to the glass sphere
is made with glycerine, sealed by a transparent
silicon gel gasket. The high voltage for each pmt is
generated by a DC–DC converter within the glass
sphere. The pmt signal, 24V power, control and
monitoring signals are connected through a single
7-pin connector and hybrid cable to the central
titanium sphere with the floor electronics.
Other modules, above and below each floor,

house LED flasher units that are used for
calibration of the detector and they are controlled
and triggered from the floor electronics.
Deployed [14] equipment is brought to the

surface, together with the sea end of the electro-
optical cable, by means of a recovery rope,
released from the sea bottom by coded acoustic
signal. Modifications or additions to the experi-
mental package are made at the surface and all
connections are made in the air with dry-mating
connectors. The cable and experiment systems are
then re-deployed and the recovery rope, with its
acoustic release laid on the seabed.
The NESTOR deployment ‘philosophy’ has

always been to avoid the need for specialised
manned or unmanned underwater vehicles for
deployment and recovery operations that require
the use of manipulators, wet-mating connecters
and consequent high costs. All electrical and
optical fibre connections are dry mated in the air.
The objectives for the deployment reported in

this paper were to test fully the electrical supply
and distribution systems, the monitoring and
control systems and the full data acquisition and
transmission chain from the sea to the shore
station (each NESTOR floor is independent from
the others with respect to electrical power supply
and data acquisition and transmission).
The electro-optical cable and the sea bottom
pyramid, which had been deployed in previous
operations, were brought to the surface. A
detector star with 12 optical modules was
attached, cabled to the junction box and rede-
ployed to 3800m.
The titanium girder arms of the stars are made

in standard modules of 5-m length; for logistical
reasons on the deployment vessel, the star used for
this experiment has an overall diameter of 12m. In
all other respects standard equipment was used.
The detector star is located 80m above the sea
bottom pyramid. The system was powered and
monitored during deployment while the pmts were
switched on a few hours later when they had
reached a quiescent state after brief exposure to
daylight.
The system was operated continuously for more

than a month and several million triggers re-
corded. This has not only provided invaluable
experience on the operation of the detector but has
initiated the development and testing of powerful
tools for reconstruction and analysis.
3. Readout, control and data acquisition systems

In the Ti-sphere, the electronics [24] is divided
into two main units, the Housekeeping Board that
handles the system monitoring and control func-
tions, and the Floor Board [23] that handles signal
treatment and communications. The two boards,
connected by flat cable, are mounted on an
aluminum sub-frame that also carries the local
sensors and DC–DC converters. All connections
from outside of the sphere are routed via patch
panels on the sub-frame so that the complete unit
can be removed and fully tested in the laboratory
or connected through the ‘sea’ connectors in the
Ti-sphere. The sub-frame is electrically isolated
from the sphere.
In the Shore Station counting room, all com-

munication with the deployed detector floor are
handled by a single electronics board, the Shore
Board [22,23] that sits on the EISA bus of the main
server in the Data Acquisition (DAQ) computer
cluster. Connection between the Shore and Floor
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2This timestamp characterizes the time of occurrence of a

floor event. It is transmitted to the shore inside the data

package and in a future multi-floor NESTOR detector will be

used to build a global event by combining experimental

information from several floors.
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Board is via two monomode optical fibres in the
electro-optical cable.
The Shore Board receives the data packages via

the ‘up-link’, which are stored temporarily in local
buffers. It broadcasts a global 40MHz clock signal
via the ‘down-link’ to the Floor Board, sends
commands to set the run or calibration parameters
and initiates functions to be executed by the
Housekeeping board. The ‘down-link’ can also
be used to re-program the FPGA/PLDs within the
Floor Board and change the trigger logic para-
meters.
The Housekeeping Board controls the distribu-

tion of power to the pmts as well as setting and
monitoring the pmt’s high voltage supply that is
generated within the optical modules. The board
also records information from the environmental
sensors (compass and tilt meters, thermometers,
humidity and hygrometry) inside the Ti-sphere
and from other sensors (e.g. water pressure and
water current meters) that can be mounted
externally. The Housekeeping Board also operates
the LED flasher units of the calibration system.
The Floor Board handles the pmt signal sensing,

majority logic event triggering, waveform capture,
digitization and event formatting [23,24]. It also
handles the communications with the shore board,
the ‘up-link’ sending the data to shore and the
‘down-link’ receiving the clock signal, commands
and downloads of operational parameters.
The heart of the DAQ system is a novel ASIC

developed at LBNL, the ‘‘Analog Transient
Waveform Digitizer’’ (ATWD) [25]. Each ATWD
has four channels, each with 128 common-ramp,
10-bit, Wilkinson ADCs that, after activation,
digitize all 128 samples of a selected channel. An
active delay line generates the sampling so that no
clocks are involved in waveform capture. The
sampling rate is determined by a single external
current and may be varied from 200M samples/s
to 2G samples/s.
A sampling speed of 273M samples/s was

selected in order to capture the pmt signals and
to recognize overlapping pulses, giving a sampling
period of 3.66 ns. This gives a dynamical range
(active time window) for each ATWD channel of
465 ns. There are five ATWDs on the Floor Board,
providing 20 digitization channels. Twelve are
used to digitize the pmt waveforms whilst five
channels (one per ATWD) are used to digitize the
waveform of the 40MHz clock signal, broadcast
from the shore board; this gives a continuous
check of the sampling interval stability. A further
channel is used to digitize the trigger majority logic
signal to provide information for the synchroniza-
tion and timing checks. The last two channels are
used for internal calibration functions. A further
feature of the floor board is a standard pulse
generator: in calibration mode, the pulse can be
applied to all ATWD ‘data’ channels and digitized
to continuously calibrate the gain of each channel.
An event selection trigger is generated when the

majority coincidence requirement between pmt
signals above a certain threshold level (typically
30mV), is satisfied. The trigger window is adjus-
table to cover different maximum distances
between the optical modules. With the physical
layout of the detector floor presently deployed
(12m diameter), the trigger window was set at
60 ns, corresponding to the luminal transit time
across the detector.
The leading edge of the majority logic signal

(corresponding to the time when the last of the
pmt pulses participating in the trigger crosses the
threshold level) is used to define the absolute time2

of the trigger occurrence with respect to the
40MHz clock. The occurrence of the trigger
initiates waveform capture by the ATWDs, read-
ing of the environmental parameters and data
transmission to the shore. The relative delays
between the electronics cause the event trigger to
occur at 197.5 ns within the ATWD time window.
It is also possible to generate a forced trigger by

command from the shore control system that
initiates digitization and data transmission. This
test function is especially useful for taking data
during the deployment operations when the pmts
are not powered.
The sampling period, as well as the gains of the

ATWD channels have been continuously moni-
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Fig. 1. Distribution of the sampling intervals of an ATWD

estimated on an event-by-event basis, during data taking. The

curve corresponds to a Gaussian function of mean value and

sigma equal to 3.66 ns and 5 ps, respectively.
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tored and found extremely stable during long time
periods. Fig. 1 shows the stability of the ATWD
sampling during a long data-taking run. Each
entry to the histogram is an estimated value of the
sampling interval, using the digitized waveforms of
the 40MHz clock in an event. The standard
deviation of this distribution is 5 ps, which is
negligible compared to the mean value of the
sampling interval of 3.66 ns.
The DAQ computer cluster at the shore

laboratory consists of three distinct subsystems,
the Server, the Fast Monitor and the Data Quality
Checking subsystem, performing the following
complementary tasks:
(i)
 The Server subsystem controls, through the
Shore Board, the experimental parameters,
the main functions of the DAQ and receives
the data streams. After a fast structural check
of the data packages, it builds event files and
manages the recording on the storage media
(hard discs and CD-ROMs). In parallel, it
provides sample event files to the Fast
Monitor subsystem. These are groups of 13
consecutive events picked up uniformly in
time from the data stream. The period of this
event sample selection can be adjusted accord-
ing to the needs of the run. A typical selection
period, when the experiment runs with a
trigger rate of about 4Hz is of the order of
10 s. This subsystem is also responsible for the
construction and updating of a database
(electronic logbook) containing detailed in-
formation about the DAQ status, as well as
the summary of the experimental parameters
and the environmental conditions relative to
each data file.
(ii)
 The Fast Monitor subsystem runs an inter-
active software package, developed in Lab-
View. This package uses the sample event files
provided by the Server subsystem, performs
fast analysis operations, builds parameter files
and histograms within an interactive, graphic
display environment.
The environmental conditions of the detector
are continuously monitored, such as the floor
orientation (compass and tilt meters), the
temperatures, humidity and hygrometry with-
in the titanium sphere, the external water
temperature and pressure and data from other
environmental instruments mounted on the
sea bottom station (pyramid). In addition, the
electrical power distribution network and the
high voltages applied to the pmts, the pmt
counting rates, the trigger rates, majority logic
rates as well as other parameters relative to
DAQ performance (dead time, number of
corrupted events, etc.) are also monitored
continuously.
An alarm network within the Fast Monitor
subsystem is activated when any of the
monitored parameters is found outside the
predefined tolerance windows. The Fast
Monitor also builds summary files on demand
and records information in the electronic
logbook. The event display feature gives the
operator an opportunity to quickly check the
pmt waveform digitization, during data tak-
ing.
(iii)
 The Data Quality Checking subsystem per-
forms a fast reconstruction analysis on small
subsets of the accumulated events during data
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taking to check the integrity of the data and
ensure that the selection trigger is unbiased. It
complements the Fast Monitor by performing
detailed signal processing (as described in
Section 4) and provides additional informa-
tion on the performance of the pmts, the
triggering, digitization and readout electro-
nics. This includes the stability3 of, the pmt
pulse height distributions, the ATWD gain
and sampling interval, the majority coinci-
dence rate and the distribution of the total
number of photoelectrons inside the trigger
window. Furthermore, it checks the trigger
formation and timing with respect to the
digitized pmt pulses and the dependence of the
total number of accumulated photoelectrons
inside the coincidence window4 to the coin-
cidence level. The subsystem provides a fast
track, ‘on-line’ reconstruction on the hypoth-
esis that the data corresponds to muons
passing through the fiducial volume of the
detector.
4. Detector calibration and signal processing

Each of the 128 Wilkinson ADCs of an ATWD
channel has its own pedestal. This has to be
subtracted from the digitized pmt waveform, on a
sample-by-sample basis, in order to bring the base
line to zero. The measurement of the pedestals was
made in the laboratory before the deployment.
The stability of the pedestals was checked5 using
the accumulated data during the 2003 run and was
found to remain constant with variations of less
than 1% over time.
The propagation of the pmt signals through the

transmission lines to the ATWDs causes amplitude
attenuation and broadening of the pulse shape.
This is mainly due to the delay lines just before the
pulse reaches the ATWDs (AV1258, time delay
nder constant event selection criteria.

his is the sum of the pmt pulse heights (in units of the mean

of the one-photoelectron pulse height distribution) inside

oincidence window.

hen collecting data with a 4-fold coincidence trigger, the

rity of the events contain 8 empty ATWD channels.
td ¼ 250 ns, Z ¼ 75O, rise time rt ¼ 12 ns). In
order to reconstruct the original pmt pulse proper-
ties, the digitized waveforms must be corrected.
This correction has an important effect on the
estimation of arrival time of the pmt pulse and
consequently on the tracking accuracy (e.g. muon
direction resolution) of the detector.
Each individual pmt transmission line, including

the cable from the pmt to the Floor Board and all
corresponding passive and active electronic ele-
ments up to the ATWD, has been calibrated and
the signal attenuation measured in the laboratory
before deployment of the detector. A very narrow
electronic pulse was propagated through each pmt
transmission line and digitized at the correspond-
ing ATWD channel. The Fourier spectra of the
input pulse and the digitized waveform (after
pedestal subtraction) were compared to produce a
signal attenuation correction as a function of
frequency, the ‘so-called’ response function. Fig. 2
shows the amplitude and phase of the response
function for a typical transmission line. The
response function is estimated by using a large
number of identical narrow pulses, with
FWHME4 ns, sent through the transmission lines
Fig. 2. The amplitude and phase of the response function of a

PMT transmission line using narrow pulses (FWHME4 ns,

dots) and wider pulses (FWHME10 ns, small stars).
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Fig. 3. A typical input test pulse (generated with a pulse

generator) on a high-resolution digital oscilloscope (points), the

output of the ATWDs after the pedestal subtraction, the

quadratic interpolation and the electronic noise subtraction

(dashed line) and the reconstructed pulse after the attenuation

correction (solid line).

Fig. 4. Demonstration of the signal processing stages of a PMT

pulse. Top: The raw digitized waveform (ATWD output).

Middle: The waveform after pedestal subtraction, sample

number to time and ATWD count to voltage conversion.

Bottom: The recovered waveform after the attenuation correc-

tion and application of filters.
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and digitized by the ATWDs. The statistical
uncertainty of the response function, as is shown
in Fig. 2 (points) is very small (the error bars in
Fig. 2 represents the spread of the estimate of the
response function). The spread of the amplitude of
the response function is very small for frequencies
below 70MHz. Similarly, the spread of the phase
of the response function becomes large for
frequencies greater than �70MHz. In order to
check for systematic errors, the response function
is also estimated (stars in Fig. 2) by using a wider
test pulse with FWHME10 ns,6 (the shape of these
test pulses is similar to a sine wave). It is obvious
from the figure that this response function deviates
from the previous one for frequencies greater than
�65MHz. This is expected because, when using a
wider test pulse, the power spectrum of the pulse
becomes smaller for high frequencies and that is
where the electronic noise dominates; for this
reason we do not use these high frequencies (see
below).
Moreover, it has been verified in the laboratory

that, by applying these corrections to the digitized
pmt pulses, the original shape and amplitude
characteristics of the pulses are recovered. Fig. 3
shows a typical input test pulse (generated with a
pulse generator) on a high-resolution digital
oscilloscope (points), the output of the ATWDs
after the pedestal subtraction, the quadratic
interpolation and the electronic noise subtraction
described below (dashed line) and the recon-
structed pulse after the attenuation correction
(solid line). As can be seen from the figure, the
original and reconstructed pulses agree very well.
It has been verified with high statistics that the
amplitude of the reconstructed pulse agree with
the amplitude of the original pulse with an
accuracy of a few percent. The pulse shape
agreement is discussed in detail below.
Fig. 4 gives an example of the first two stages of

standard processing of the digitized waveforms.
First, the pedestals are subtracted on a sample-by-
sample basis. Extra points, between the 128
original samples of the digitized waveform are
estimated by means of a quadratic interpolation.
6The FWHM of a typical pmt pulse at the single photoelec-

tron level is about 10 ns.
The coordinates are transformed to voltage (mV)
and time (ns), using the known ATWD gains
and sampling intervals, respectively. Then the
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Fig. 5. The distribution of the time differences between the

hardware and software trigger (see text), before (open circles)

and after (solid points) signal processing. The solid line

represents a Gaussian fit to the time difference with a sigma

of 0.8 ns.
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waveform undergoes a discrete Fourier transfor-
mation. The Fourier coefficients are modified
using the corresponding attenuation corrections.
The corrected waveform is recovered by means of
an inverse Fourier transformation. The small
ripples that can be seen in Figs. 4 and 6 are
remnants of electronic noise picked up by the
ATWD channels. The pattern of this noise has
been identified for each ATWD channel and is
subtracted on a sample-by-sample basis; but some
of it remains after the subtraction. In order to
minimize this effect, the following filters were
applied to the raw waveforms: (a) smoothing of
the waveform in regions of the ATWD active time
window where there is no pulse greater than 15mV
(the pmt threshold is 30mV and the pulse height
attenuation correction is always smaller than a
factor of 2), and (b) cutting off the contribution of
the frequencies above 60–70MHz (depending on
the ATWD channel) in the raw pulse before the
attenuation correction. The result of this is a loss
of some information of the raw waveform.
However this has an insignificant effect on signal
processing, as can be seen in Fig. 3.
The pmt pulse arrival time is defined after this

stage, as the time where the tangent to the rising
edge of the pulse shape at the inflection point
intersects with the base line. This definition is
found to be the least dependent on the pulse
amplitude (slewing). Note that for some checks
and comparisons with the hardware trigger, the
arrival time is taken to be the time when the rising
edge of the pmt pulse crosses a threshold level
(typically 30mV).
Along with the digitized pmt waveforms, the

Floor Board sends to the shore the digitized
waveform of the trigger majority logic signal that
is generated in the trigger circuit of the Floor
Board. The falling edge of the trigger signal
initializes the pmt waveform capture from the
ATWDs. The digitized trigger signal has a time
stability of the order of a few tens of picoseconds.
The time, when the falling edge of the digitized
trigger signal crosses the threshold (typically equal
to 500 ADC counts), will be called hardware
trigger time. This trigger signal is generated when
the N majority coincidence occurs, i.e. at the very
time when the Nth pmt pulse (within the coin-
cidence window typically equal to 60 ns) crosses
the threshold (typically equal to 30mV). After
the full shape and amplitude of the pmt pulses
is reconstructed, using the signal processing, the
time that the Nth pmt pulse crosses the threshold
in the coincidence time window is estimated;
this time is the software trigger time. The
difference of the hardware and software trigger
times is shown in Fig. 5. This difference should
be stable and its stability is only affected by the
reconstruction accuracy of the rising edge of the
pmt pulses. As shown in this figure, this recon-
struction accuracy is 0.8 ns. This uncertainty is
consistent with the uncertainty estimated with
simple statistical arguments using the sampling
period of 3.66ns/O12 ¼ 1.06ns. In fact it is smaller
because of the quadrature interpolation used.
However, note that the reconstruction accuracy

of the rising edge of the pmt pulses is only one
contribution to the time resolution of the pmt
signal. This has to be compounded in quadrature
with the main pmt’s pulse uncertainty, which is the
Transit Time Spread (TTS). The resulting pulse
arrival time resolution as a function of the pulse
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Fig. 6. Separation of overlapping pulses after the attenuation

correction.

Fig. 7. Separation of overlapping pulses by means of a w2 fit.
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amplitude is measured in the laboratory and
checked during operation in the deep sea using
the LED flasher units (Fig. 16, later). This pulse
arrival time resolution is the main error source of
the track fitting.
There are cases where the digitized waveform of

the pmt includes overlapping pulses. In many such
cases, the overlap can be disentangled after the two
first steps of the signal processing. This is
demonstrated in Fig. 6 where the standard
correction of the original pulse shape results in
the resolution of the two overlapping pulses.
However, there are some cases where the over-

lapping is not resolved at this stage. These pulses
can often be separated in a third processing stage
by a w2 fitting using standard pulse shapes. An
example of such a fit is shown in Fig. 7.
Finally, pmt pulses of very high amplitude,

which exceed 1.8V (more than 15 photoelectrons),
cause overflows in the digitization electronics.
These pulses undergo an extra pre-processing,
before the attenuation correction, that includes
pulse shape fitting and amplitude estimation.
The 12 optical modules used in the present

deployment (and a number of spares) have been
simultaneously illuminated in the laboratory using
the calibration LED flasher unit. The full data
acquisition and analysis chain was used and the
LED was operated at several levels of light output.
The collected calibration data has been used to
optimize the working point (pmt high voltage),
synchronize the pmt pulse arrival times and
measure the characteristics of the pmt pulse height
distribution, corresponding to the emission of one
photoelectron from the photocathode.7

Fig. 8 demonstrates the effect of the signal
processing on the digitized pmt pulse amplitude
from the deployed detector. It shows the pulse
height distribution of a pmt before and after the
processing stages described above. The data
presented have been selected with a 4-fold or
higher-level coincidence trigger during normal
data taking at the experimental site. The majority
Fig. 8. PMT pulse height distribution due to K40 background

before (dashed line) and after (solid line) the signal processing.

7It will be referred to as ‘‘one photoelectron pulse height

distribution’’ hereafter. The mean values of these distributions,

for the selected operating values of the pmt high voltages, were

about 120mV.
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of these events are due to random coincidences of
pulses from K40 decays. The emitted electrons
produce Cherenkov light at the level of few
photoelectrons. The corrected pulse height dis-
tribution is in a very good agreement with the
results of the calibration data accumulated in the
laboratory before the deployment of the detector
(see Section 6).
For the rest of this paper whenever pulse-heights

are presented, they have been corrected using the
outlined procedure (unless otherwise noted).
5. Detector simulation

We have developed a simulation package that
describes in detail the detector architecture and its
functionality, as well as the physical processes
related to an underwater neutrino telescope. It was
extensively used for studying the overall perfor-
mance of the detector and data analysis. The
simulation process consists of two phases. In the
first phase, we simulate the physical processes
resulting in the production of Cherenkov photons
and the propagation of the photons through the
water and the materials surrounding the pmt [21]
until they arrive at the photo-cathode. In the
second phase we simulate in detail the pmt
response, the functions of the electronics and the
data acquisition system.
In the first simulation phase, all known pro-

cesses that can occur when a neutrino interacts or
when a charged lepton passes through the matter
surrounding the detector are included. Since the
signal is produced by the Cherenkov photons that
hit the photocathode of the pmts, special attention
is given to the Cherenkov radiation and the
propagation of light in the water and through
the Optical Module. The tool used in this stage is
the GEANT 4 simulation package [26] and its
interfaces with other packages such as Pythia [36],
EGS [37], etc. All the energy losses of the particles
involved (ionization, atomic excitation, brems-
strahlung, pair production, muon–nucleus inter-
action, formation of electromagnetic and hadronic
showers, etc.) as well as multiple scattering are
taken into account. The simulation package tracks
every primary and secondary particle between
consecutive interactions. At each step Cherenkov
photons are generated, which may interact either
by absorption, or by scattering in the water, before
they reach the Optical Module. The Optical
Module [21] consists of many components, which
are described in detail in the simulation. For this
we used a geometrical description of the benthos
sphere (the glass housing of the pmt), the glycerine
(the optical coupling between the glass envelope
and the pmt) and the shading caused by the
magnetic shielding cage. The optical properties of
each component, such as the absorption length
and the refractive index, are taken as a function of
the photon wavelength.
The second phase includes the generation of

single electrical pulses, the contribution of the
background sources, the generation of the pmt
waveforms and the functions of the electronics.
The simulation in this phase is based on the
following assumptions:
(a)
 The emission of photoelectrons is a stochastic
process. Each photon of a certain wavelength
(l) liberates an electron from the photocathode
according to the probability that is the product
of the quantum efficiency of the photocathode
at wavelength l and the collection efficiency,
which depends on the position where the
photon hits the photocathode [21].
(b)
 Each emitted photoelectron produces a single
electrical pulse at the anode with amplitude
that follows the one-photoelectron pmt pulse
height distribution; this has been measured in
the laboratory for each individual pmt.
(c)
 The functional form, which describes the
electrical pulse shape, was defined by fitting
digitized pmt pulses measured in the labora-
tory.
(d)
 The transition time of the pmt pulses varies
according to a Gaussian distribution measured
for each pmt separately [21].
(e)
 The pmt response to ‘n’ photoelectrons is a
linear sum of the pulses simulated for each
individual photoelectron.
(f)
 Background pulses due to thermionic noise
and the after and late pulses of the pmt are
added to each event. The characteristics of the
first contribution (the pulse height distribu-



ARTICLE IN PRESS

8T

cont

G. Aggouras et al. / Nuclear Instruments and Methods in Physics Research A 552 (2005) 420–439430
tion, and counting rate) have been measured in
situ (see Section 6) whilst the emission of after
and late pulses has been studied extensively in
the laboratory [21].
(g)
 K40 radioactivity in the water produces an
optical background that has been extensively
studied at the deployment site (see Section 6).
The corresponding measured electrical count-
ing rate and pulse height distribution are used
to add this background noise in the simulation
of each pmt signal.
(h)
 The final pmt waveform generated is the linear
sum of all the signal and background pulses.
Fig. 9. The trigger efficiency versus the generation disk area as

calculated for triggers with coincidence of 4 or more and 6 or

more photomultipliers.
The generated pmt waveform then follows a
simulated electronics data chain to include (i) the
pulse attenuation and propagation through the
signal transmission line, (ii) the trigger formation
and (iii) the digitization of the pulses.
As a final step in the procedure, the simulated

events are formatted using the same data protocol
as the Data Acquisition System. In this way Monte
Carlo generated events have the same format as
the experimental data and can be analyzed with
the same tools.
The Monte Carlo package has been used to

produce event samples of simulated detector
response to background sources only and to
atmospheric muons8 arriving at the detector depth.
A large number of muons (2.26� 107) have been
generated within a circle of 100m radius, 100m
above the detector, with energy and angular
distributions taken from the phenomenological
parameterisation of Okada [27]. The ‘‘100m
radius’’ was selected because it is the asymptotic
value of the ‘‘(trigger efficiency)� (generation disk
area)’’ versus the ‘‘radius of generation disk’’ for
triggers with more than 3 and more that 5
photomultipliers in coincidence, Fig. 9.
6. Detector performance

The deployed detector was operated continu-
ously for more than a month and over 5 million
he Monte Carlo muon event samples contain also

ribution from background sources.
events were accumulated, investigating different
trigger modes, coincidence levels and pmt thresh-
olds. In addition, several million calibration events
were taken at various pmt high voltage levels or
using the LED flash units. Of this total data, some
2 million events were accumulated under constant
running conditions with a 4-fold or higher coin-
cidence trigger and 30mV pmt threshold; this
event sample has been used for the following
performance analysis and for track reconstruction.
The readout and DAQ chain was operated

continuously with practically no dead time and the
monitored experimental parameters (environmen-
tal and operational) remained stable within
tolerances. The pmt counting rates remained stable
during the whole running period at a level of
around 50 kHz per pmt, due principally to
Cherenkov light emitted by electrons from K40

decays and thermionic noise. The pmt counting
rate (inside the 60 ns window) was found to remain
constant as a function of the coincidence level,
showing that the trigger is not biased by the rate.
A majority of the events, accumulated with a 4-

fold coincidence trigger, result from accidental
coincidences between pmt pulses from the K40

background and thermionic noise. Consequently,
the pmt pulse height distribution shape should
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9High levels of bioluminescence [28] can cause severe dead-

time in data taking. Note that in other Mediterranean sites,

periods with more than 30% of bioluminescence activity has

been observed [29].
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remain stable, corresponding to the emission of a
very few photoelectrons.
In a typical example shown in Fig. 10a, the pulse

height distribution has a shape corresponding to a
few (average 1.3) photoelectrons. This distribution
can be described very well as the overlay of the
one-photoelectron (see insert plot) and two-photo-
electron pulse height distributions, measured in the
laboratory during the detector calibration. The
average number 1.3 of photoelectrons is not the
mean of a Poissonian distribution but the mean of
the distribution in the main plot (after the
subtraction of the exponential contribution for
the dark current, line a) normalized to the mean of
the calibration pulse height distribution for single
photoelectron (insert plot). The contribution of
the two-photoelectron component is surprisingly
high [1]. It cannot be attributed to late photo-
multiplier pulses, because they were measured in
the laboratory and are less than 1%, or to
radioactive contamination of the photomultiplier
glass and/or the glass sphere protective housing,
because the laboratory measurements (insert in
Fig. 10a) were done with the same Optical
Module.
The K40 background has been used as a stable

‘standard candle’ in order to monitor the gain
stability of the detector. The pmt pulse height
distributions from each data file were compared to
a standard shape defined at the beginning of the
run and found to be extremely stable for all of the
pmts during the whole running period.
However, there were periods of time when the

instantaneous counting rates of a group of pmts
and the collection trigger rate show a large
increase; Fig. 10b gives an example of such
behaviour. The downlooking group of pmts
exhibits a synchronous increase of counting rates
whilst the others remain relatively quiet, indicating
that there is probably a localized light source
below the detector. These phenomena last typically
from 1 to 10 s and represent a total 1.1% of the
active experimental time. The effect is consistent
with bioluminescent activity from marine organ-
isms in the detector vicinity.
The pulse height distribution of the pmts during

a period of bioluminescence is very similar to the
distribution due to the K40 decay. To demonstrate
this, Fig. 11 compares the distribution of the total
number of accumulated photoelectrons inside the
trigger window with a 4-fold or higher level
coincidence trigger for events collected during
periods with and without bioluminescence activity.
Bioluminescence can be easily identified because

of its characteristic time duration and therefore
does not cause any background problem. In the
analysis that follows, all events collected during
periods of bioluminescence activity have been
excluded. This represents a reduction of only
1.1% in the size of the data sample.9

The average experimental trigger rate, corre-
sponding to the coincidence of four or more pmt
pulses above 30mV amplitude, was 3.76Hz
compared to an estimated rate of 3.79Hz derived
from the Monte Carlo simulations (see Section 5).
According to the Monte Carlo estimation, only

a small fraction (5.5%, 0.21Hz) of this trigger rate
corresponds to atmospheric muons passing close
to the detector. When the pmt thresholds were set
to 120mV, the measured trigger rate was 0.29Hz,
in agreement with the equivalent Monte Carlo
estimate of 0.30Hz.
Furthermore, the measured coincidence rates,

shown in Fig. 12, are in very good agreement with
the Monte Carlo estimations for several levels of
coincidence at different pmt thresholds. In the
same plots, we present the Monte Carlo estimated
contribution of the atmospheric muon flux to the
triggers, showing that higher-level coincidences
exclude the combinatorial background. A better
rejection of the combinatorial background is
achieved at higher pmt threshold values.
Several studies have been made to ensure that all

the collected light on the pmts can be attributed to
the known sources. Since higher coincidence levels
reject better the combinatorial background, the
dependence of the total number of collected
photons per event on the coincidence level has
been studied. The total number of accumulated
photoelectrons inside the coincidence window has
been used as a measure of the total number of
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collected photons. The mean value of the number
of accumulated photoelectrons inside the coinci-
dence window, as a function of the coincidence
level is compared to the Monte Carlo prediction in
Fig. 13. As expected the high multiplicity events
have much more photons per pmt because they
correspond to Cherenkov light produced by
nearby muons while the low multiplicities are the
result of random coincidences.
Another sensitive test is to examine the pulse

height distributions of individual pmt pulses that
contribute to events with high multiplicity coin-
cidences; these are typically pulses produced by
atmospheric muons. The pulse height distribution
of a typical pmt (in units of the mean value of the
one photoelectron spectrum), when participating
in a 6-fold or higher coincidence, is shown in Fig.
14 and is compared to the Monte Carlo estima-
tion. The agreement between the measured and
predicted spectra, which has been verified for all
pmts of the detector, indicates that the collected
light is produced by the sources that are used in the
detector simulation.
Finally, the global arrival time distribution of

the accumulated photoelectrons was studied, for
events with at least six pmt pulses inside the
coincidence window. This is the distribution of the
arrival time of any digitized pmt pulse, weighted
by the pulse amplitude (in units of the mean value
of the one photoelectron pulse height distribution)
and normalized to the total number of selected
events. This distribution expresses the correlation
of the Cherenkov light intensity and the arrival
time. As shown in Fig. 15, the Monte Carlo
simulation agrees, within statistical errors, with the
experimental global arrival time distribution of the
accumulated photoelectrons.
Fig. 10. The pulse height distribution of a PMT (not the same

as in Fig. 8) during operation in deep sea (main plot) and from

a calibration run in the laboratory (insert plot). The solid line in

the main plot is the result of a fit to the data points using an

exponential shape for the dark current (line a), as well as the

one photoelectron (line b) and the two photoelectrons (line c)

pulse height spectra evaluated during calibration runs at the

laboratory. (b) PMT counting rates as a function of time during

bioluminescent activity. Each row represents a pair of PMTs on

the same arm of the hexagonal detector floor.
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Fig. 11. The total number of accumulated photoelectrons inside the trigger window during bioluminescence activity (crosses) and with

no bioluminescence (histogram).

Fig. 12. Trigger rates as a function of the coincidence level, for

two threshold settings. The points represent the data, the solid

line the Monte Carlo estimation including background and the

dashed line the Monte Carlo estimation for the contribution of

the atmospheric muons.

Fig. 13. Total number of photoelectrons inside the coincidence

window as a function of the coincidence level for two threshold

settings. The points represent the data and the histogram gives

the Monte Carlo estimation. The errors are calculated from

event statistics and not from the number of the photoelectrons.

The number of photoelectrons is the mean number collected

inside the coincidence window per trigger.
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At the end of the active experimental window
there is a small peak in the data that does not
appear in the Monte Carlo expectation. This is due
to a known malfunction in the first generation of
ATWDs, which digitize a low amplitude ghost
pulse at the end of their active window. This
problem does not affect the analysis because only
pulses inside the trigger window are used.
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Fig. 14. The pulse height distribution of a typical PMT, in units of the mean value of the one photoelectron distribution, participating

in a high-level coincidence. The crosses represent the data whilst the histograms show the corresponding Monte Carlo prediction.
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Data from calibration runs with the LED flasher
units was used to monitor operation at the deep-
sea site. In particular, this data has been used to
check the detector time resolution.
The pmts are positioned symmetrically with

respect to the LED flasher unit so the digitized pmt
pulses are expected to have the same arrival time,
within measurement errors. The distributions of
the arrival time difference between pulses of any
pair of pmts, produced by the same LED flash and
with a pulse height greater than 800mV, show a
peak at zero time with a standard deviation
compatible to the light pulse duration convoluted
with the arrival time resolution. However, when
we choose the pulses of the first pmt to have lower
amplitude, the mean difference of the arrival times
deviates from zero and the standard deviation of
the distribution increases. The first effect is a result
of the dependence of the arrival time definition on
the pulse amplitude (slewing), whilst the second
effect reflects the transient time spread [21] and the
pulse reconstruction resolution dependence on the
amplitude of the pulse. These dependencies are
measured using the calibration data and para-
meterized in order to be used in the track
reconstruction analysis. Fig. 16 shows the slewing
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Fig. 15. Global arrival time distribution of the accumulated photoelectrons (solid points) compared with the Monte Carlo expectation

(open circles) for events with six or more PMT pulses inside the trigger window.

Fig. 16. Measurement of the pulse amplitude dependence of the

bias (slewing) and the resolution in evaluating the pulse arrival

time, using the collected calibration data during operation for a

pmt. The continuous line is the parameterized function used in

the in the track reconstruction analysis.
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and arrival time resolution parameterized as a
function of the pulse height for one of the pmts.
7. Atmospheric muon studies

From the total data sample collected with a 4-
fold or higher coincidence trigger and 30mV pmt
threshold, a subset containing 45,800 events has
been selected that have six or more pmt pulses
(hits) within the 60 ns time window. These events
have been analysed in order to reconstruct muon
tracks. The arrival time of the digitized pmt pulses
was used to estimate the muon track parameters
by means of a w2 fit whilst the pmt pulse heights
were used to reject ghost solutions and poorly
reconstructed tracks. The details of the reconstruc-
tion strategy and the relevant studies are reported
in another paper [30]. The results are summarized
here.
From the selected sample of events, 745 muon

tracks have been reconstructed that have a
perpendicular distance from the centre of the
detector (impact parameter) greater than 6m.
Fig. 17 shows the distribution of the azimuth

angle of the reconstructed tracks. As expected, the
distribution in azimuth of the muon tracks at the
detector depth is not affected by the detector
response or the reconstruction efficiency.
The zenith angular distribution of the recon-

structed tracks is compared to the Monte
Carlo prediction in Fig. 18. Due to the limited
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Fig. 17. The experimental distribution of the reconstructed azimuth angles (solid points) compared with the Monte Carlo prediction

(histogram).

Fig. 18. Distribution of the Zenith angle (y) of reconstructed
tracks for the data (triangles) and Monte Carlo (solid points)

event samples. The insert plot shows the same distributions on a

linear scale.
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reconstruction resolution,10 the distributions ex-
tend to zenith angles higher than 901.
In order to quantify the level of agreement

between the measured data and the predictions of
the Okada model [27], the w2 probability of the
experimental points to the Monte Carlo prediction
was calculated. This was found to give a con-
fidence level of 52%, demonstrating very good
agreement.
The number of atmospheric muons (N) arriving

at the detector depth per unit solid angle (O), per
unit time (t) and per unit area (S), dN=ðdOdtdSÞ,
is usually parameterized as [15,31,32]

dN

dOdtdS
¼ I0 cos

a ðyÞ (1)

where I0 is the vertical intensity.
The index a has been found to be equal to

4.570.8 in previous measurements at 3697m
water depth at the Nestor site [15,31]. The vertical
intensity was evaluated by integrating Eq. (1) and
setting the total number of muons equal to the
total number of the reconstructed data tracks
(D ¼ 745) divided by the total efficiency (e) in
reconstructing atmospheric muon tracks.

I0 ¼
D=h�iðaþ 1Þ

2pTS
(2)
10Monte Carlo studies [30] show an average reconstruction

resolution of 111.
where T stands for the total experimental time of
609,580 s during which this data subset was
accumulated.
The total efficiency (e) has been estimated from

the Monte Carlo simulated data as the ratio of the
number of reconstructed tracks to the correspond-
ing number of atmospheric muons generated with
energies greater than 1GeV at the detector depth
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(in a circle of 100m11 radius at 100m above the
detector). The total efficiency, corresponding12 to
a Monte Carlo production model following the
angular distribution of Eq. (1), with a ¼ 4:5, was
found to be: � ¼ 3:89� 10
4 � 0:04� 10
4.
The vertical atmospheric muon intensity, found

using formula (2) gives:

I0 ¼ 8:8� 10
9 � 1:3� 10
9 cm
2 s
1 sr
1 (3)

where the estimated error is calculated from
statistical uncertainties in the data and Monte
Carlo simulation and the measurement error on
the index a. The cited uncertainty comes from all
the contributions of the uncertainties of the
quantities in the right-hand side of Eq. (2), added
in quadrature. The dominant uncertainty however
is the error of the spectral index a. The reconstruc-
tion efficiency (e) depends on the zenith angle, so it
also depends on the spectral index a. In this way
the uncertainty of the reconstruction efficiency has
two contributions: the one is the statistical
uncertainty that has been estimated from the
calculation of the reconstruction efficiency via
the Monte Carlo and the second is through the
propagation from the spectral index a. The latter
contribution to the estimation uncertainty of the
vertical flux is insignificant (less than 0.15� 10
9);
details could be found in Ref. [30].
This measured intensity is in good agreement

with predictions of the vertical intensity of the
atmospheric muons at a depth of 3800m.w.e, by
Okada [27] (I0 ¼ 8:8� 10
9 cm
2 s
1 sr
1) and
Bugaev et al. [33,34] (I0 ¼ 9:0� 10
9 cm
2 s
1 sr
1)
as well as with the previous NESTOR measurements
[35] of I0 ¼ 9:8� 10
9 � 4:0� 10
9 cm
2 s
1 sr
1

at depths between 3700 and 3900m. It is also
consistent with the DUMAND measurement [32]
of I0 ¼ 1:31� 10
8 � 0:4� 10
8 cm
2 s
1 sr
1 at a
depth of 3707m.
A more accurate analysis of the data with a

simultaneous estimation of the index a and the
11Approximately twice the light transmission length in the

water at the experimental site.
12The re-weighting of the Monte Carlo events, produced with

the Okada model, to follow the differential flux of Eq. (1), is

described in Ref. [30].
vertical muon intensity I0 could be found in
publication. [30].
8. Conclusions

In March 2003, the NESTOR collaboration
successfully deployed a test floor of the detector
tower, fully equipped with final electronics and
associated environmental sensors to a depth of
3800m, situated 80m above the sea bottom
station.
The deployed detector was continuously oper-

ated for more than a month. The monitored
experimental parameters, operational and envir-
onmental, remained stable within the accepted
tolerances whilst the readout and DAQ chain
performed well and with practically zero dead-
time.
The 1.1% of the total experimental time was lost

due to bioluminescent activity around the detector.
This 1% dead time is consistent with previous
measurements in the same site done with auton-
omous drops [19]. Events collected during such
periods of activity were easily identified and
rejected.
Several studies have been made to ensure that

the event selection trigger was unbiased and that
the collected light on the pmts can be attributed to
the expected natural sources. The pmt pulse height
distributions, the trigger rates and the total
number of photoelectrons inside the trigger
window as functions of the signal thresholds and
coincidence level settings as well as the arrival time
distribution of the accumulated photoelectrons,
agree very well with Monte Carlo predictions
based on the atmospheric muon flux parameter-
ization of Okada [27], on the natural K40 radio-
activity in the sea water and the pmt dark currents
and after pulses.
In parallel, calibration in the sea using the LED

flasher units mounted above and below the
detector floor, provided a rigorous test on the
time stability of the detector as well as a
measurement of the resolution of the arrival time
of the pmt signals.
A subset of the accumulated data, consisting of

events with six or more pmt pulses inside a 60 ns
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time window, has been analysed and the trajec-
tories of atmospheric muons have been recon-
structed. The distributions of the azimuth and
zenith angles of the reconstructed muon tracks are
found to be in a very good agreement with Monte
Carlo predictions, based on the atmospheric muon
model of Okada [27].
Finally, based on previous measurements by the

NESTOR collaboration concerning the shape of
the zenith angle distribution, we estimated the
vertical atmospheric muon intensity at the deep-
sea site. Our measurement, of

I0 ¼ 8:8� 10
9 � 1:3� 10
9 cm
2 s
1 sr
1

is in very good agreement with previous under-
water measurements and with phenomenological
expectations. A more detailed description of our
data analysis and track reconstruction has been
published elsewhere [30].
The objectives for this deployment of the

NESTOR test detector were to perform a thor-
ough test of the electrical supply and distribution
systems, the monitoring and control systems and
the full data acquisition and transmission chain
from the sea to the shore station. These objectives
have been met successfully. In addition we have
been able to demonstrate the ability of the
proposed neutrino telescope to reconstruct muon
trajectories.
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